# CERTAIN IDENTIFICATION PROBLEMS FOR LINEAR DISCRETE SYSTEMS WITH QUADRATIC CONSTRAINTS* 

A.I. ISAKOV

The matrix parameter estimation problem is examined for linear discrete systems under the assumption that the available data is limited to the measurement of a function of the system's coordinates /l-7/. A description of the data set of the weight functions compatible with the measurement results, as well as a matrix equation for its center, are obtained. It is shown that the resolving operator for the estimation problem given admits of a factorization whose properties permit the reduction of the solving of the matrix equations obtained to the solving of vector equations. In the posing of the problem and in the solution methods the paper abuts the investigations in /1,2/.

1. Statement of the problem and basic definitions. A linear controlled system with the discrete time

$$
\begin{aligned}
& x(1)=K(1) x(0)+B u(0) \\
& x(k+1)=K(k: 1) x(0)+\sum_{i=0}^{k-1} K(k \quad i) B u(i) \mid B u(k) . \\
& k=1, \ldots, p-1
\end{aligned}
$$

is given. Here $K(i)(i=1, \ldots, p)$ are hitherto unknown weight ( $n \times n$ ) matrices, $x(0)$ is a known $n$-dimensional vector of the initial position of system ( 1.1 ), $u(i)(i=0, \ldots, p-1)$ are known $r$-vector-valued controls. The matrix $B$ of size ( $n \times r$ ) is known. Additional information on system (l.1) can be obtained during the process at the expense of additional measurements relative to the equation

$$
\begin{equation*}
y(k+1)=G x(k+1)+\xi(k+1), k \cdots 0,1, \ldots p-1 \tag{1.2}
\end{equation*}
$$

where $\xi(i)(i=1, \ldots, p)$ are $m$-vector-valued noise in the measuring device, $G$ is known ( $m \times n$ )matrix. It is assumed that the a priori unknown parameters of system (1.1), (1.2) are subject to the consistent quadratic constraints

$$
\begin{equation*}
\sum_{i=1}^{p}\left\{\left\langle K(i)-K_{0}(i), N_{*}\left(K(i)-K_{0}(i)\right)\right\rangle \cdots(\xi(i), \xi(i))\right\} \leqslant \mu^{2} \tag{1.3}
\end{equation*}
$$

Here $N_{*}$ is a linear symmetric positive operator on the space of ( $n \times n$ )-matrices (in particular, it can be operator of left or right multiplication by a symmetric positive ( $n \times n$ ) $-m a t r i x$ ), $K_{0}(i)(i=1, \ldots, p)$ are known $(n \times n)$-matrices, $\mu$ is a prescribed number. The symbol $\langle\cdot, \cdot\rangle$ henceforth denotes the scalar product on matrix spaces, defined $\langle A, B\rangle=\operatorname{tr}\left(A B^{*}\right) / 8-14 /$, while $(\cdot, \cdot)$ denotes the scalar product on vector spaces. We introduce the following definitions and notation.

Definition 1.1. The data set $K(p)=K(p \mid y(1), \ldots, y(p))$ of weight functions of system (1.1)-(1.3) is the family of all those and only those sequences $\{K(1), \ldots, K(p)\}$ of matrices $K(i)$, for which $m$-vectors $\xi(1), \ldots, \xi(p)$ exist such that constraints (1.2)-(1.3) are fulfilled.

Everywhere below the measurements $y(1), \ldots, y(p)$ are fixed, $p \geqslant 1$ is a fixed number. Let $X$ be a finite-dimensional Euclidean space, $A$ be a convex compactum lying in $X$, the function $\quad \psi(x)=\max \{\|x-z\| \mid z \in A\}$.

Definition 1.2. $a \neq X$ is called the center of the convex compactum $A$ if $f(a)=$ $\min \{\varphi(x) \mid x \Leftarrow A\}$.

We see that the convex compactum $A$ always has a center $a \in A$ and $a$ is a center of the ellipsoid $(x-a, M(x-a)) \leqslant v^{2}$ if $M$ is a linear positive operator on $X$.

[^0]Problem. Determine the data set $K(p)$ for system (1.1)-(1.3) for a specified initial state $x(0)$, an input $\{u(0), \ldots, u(p-1)\}$, and measurement results $\{y(1), \ldots, y(p)\}$. Find the conditions determining the center of $\mathbf{K}(p)$.

It is shown below that in the problem at hand the data set is an ellipsoid in the corresponding space of matrices. It is convenient to introduce the following notation (the asterisk denotes transposition) :

$$
\begin{aligned}
& \mathbf{u}=\{u(0), \ldots, u(p-1)\}^{*} \in \prod_{i=1}^{p-1} R^{r}, \mathbf{x}=\{r(1), \ldots u(p)\}^{*} \in \prod_{i=1}^{p} R^{\prime \prime} \\
& \mathbf{y}=\{y(1), \ldots y(p)\}^{*} \in \prod_{i=1}^{p} R^{v \prime \prime}, \xi=\{\xi(1), \ldots \xi(p)\} \in \prod_{i=1}^{p} R^{\prime \prime \prime} \\
& \mathbf{K}=\{K(1) \ldots, K(p)\}^{*} \in \prod_{i=1}^{p} M_{n}, \quad \mathbf{K}_{0}=\left\{K_{0}(1) \ldots, K_{n}(p)\right\}^{*} \in \prod_{i=1}^{p} M_{n}
\end{aligned}
$$

Here $M_{n}$ is the Hilbert space of $(n, n)$-matrices with the scalar product as defined above. The scalar product on a product of Hilbert spaces is defined in the usual maner, for example,

$$
\left\langle\mathbf{K}_{1}, \mathbf{K}_{2}\right\rangle=\sum_{i}^{b}\left\langle K_{1}(i), K_{2}(i)\right\rangle, \quad \mathbf{K}_{1}, \mathbf{K}_{2} \in \prod_{i=1}^{b} U_{n}
$$

The resulting Hilbert space is denoted by 11 .
2. Construction of the data set. Before the construction of the data set we present the following definitions. Let $x \in R^{n}, y \in R^{k}$.

Definition 2.1. The linear operator $x \otimes y$ from $R^{n}$ into $R^{\prime \prime}$ prescribed by the formula

$$
\begin{equation*}
(x \otimes y) z=(x, z) y, \quad z \in R^{n} \tag{2.1}
\end{equation*}
$$

is called the tensor product of vectors $x$ and $y$.
The operator $x \Leftrightarrow y$ can be written in matrix form as $y x^{*}$. Further, let $A$ be a linear operator from $R^{n}$ into $R^{m}, \quad B$ be a linear operator from $R^{k}$ into $R^{l}, R^{n} \otimes R^{k}$ and $R^{m} \otimes R^{l}$ be the tensor products of the corresponding Hilbert spaces $/ 8-14 /$.

Definition 2.2. The linear operator $A \otimes B$ from $R^{n} \otimes R^{k}$ into $R^{m} \otimes R^{i}$, prescribed an operators of form $x \otimes y, x \in R^{\prime \prime}, y \in R^{k}$ by the formula

$$
\begin{equation*}
(A \oslash B)(x \otimes y)=A x \diamond B y \tag{2.2}
\end{equation*}
$$

and continued by linearity onto the whole space $R^{n} \otimes R^{k}$, is called the tensor product of the linear operators $A$ and $B$.

We remark that the tensor product of vectors from Definition 2.1 is not the tensor product of the corresponding one-column matrices from Definition 2.2. The space $R^{n} \otimes R^{k}$ and the space of linear operators from $R^{n}$ into $R^{k}$, as well as the space $M_{n} \otimes M_{n}$ and the space of linear operators from $M_{n}$ into $M_{n}$, are isomorphic. Linear operators on spaces $R^{n}$ and admit of the representation $\Sigma x_{i} \otimes y_{i}$ and $\Sigma A_{i} \otimes B_{i}$, respectively. The matrix notation of operator $A G B$ where $A \in M_{y}$ and $B$ is a linear operator from $M_{n}$ into $M_{n}$, has the form

$$
A \Leftrightarrow \mathbf{B}=\left|\begin{array}{ccc}
a_{11} \mathbf{B} & \cdots & a_{1 p} \mathbf{B}  \tag{2.3}\\
\vdots & & \vdots \\
a_{p 1} \mathbf{B} & \cdots & a_{p p} \mathbf{B}
\end{array}\right|
$$

and, in particular, we can examine the operator $A \mathbb{B}$ on space H. The corresponding mapping from $R^{\prime \prime} \otimes M_{n}$ onto $H$ is constructed by the rule

$$
x \otimes X \rightarrow\left\{x_{1} X, \ldots, x_{p} X\right\}, \quad x \in R^{p}, X \in M_{n}
$$

with a subsequent continuation by linearity onto the whole space $R^{\prime \prime} M_{n}$. It remains to observe that the following relations are valid:

$$
\begin{align*}
& \left.A x \propto B y-B(x \otimes y) A^{*}, A, x \oint y\right\rangle \quad(A x, y)  \tag{2.4}\\
& (A ぬ B)^{*}-A^{*} \otimes B^{*}, \quad(A \Leftrightarrow B) K \quad B K A^{*}
\end{align*}
$$

Here $x, y$ are vectors, $A, B, K$ are matrices such that the corresponding expressions in (2.4) are meaningful.

We pass on to the construction of the data set. From (2.1)-(2.4) we can obtain that the linear mapping specified by conditions (1.1), (1.2) is

$$
\begin{align*}
& T \mathbf{K}+\xi=\mathbf{z} ; \mathbf{z}=\mathbf{y}-\left(E_{;}, \otimes G B\right) \mathbf{u} \tag{2.5}
\end{align*}
$$

$$
\begin{align*}
& T_{x(0)}=E_{p} \otimes\left(x^{*}(0) \bigotimes E_{n}\right), \quad T_{u(i)} \cdots E_{p} \geqslant\left(u^{*}(i) \otimes E_{n}\right)  \tag{2.6}\\
& S_{i}\left\{K_{1}, \ldots, K_{p}\right\} \cdots\left\{0_{n}, \ldots, 0_{n}, K_{1}, \ldots, K_{p-i}\right\},\left\{K_{1}, \ldots, K_{p}\right\} \in H
\end{align*}
$$

Here $T$ is a linear operator onto space $\mathbf{H}, S_{i}$ is the operator of right shift onto $\mathbf{H}, 0_{n}$ is the null element of space $M_{n}$. In this case constraint (1.3) can be written as follows:

$$
\left\langle\mathbf{K}-\mathbf{K}_{0}, \mathbf{N}\left(\mathbf{K}-\mathbf{K}_{0}\right)\right\rangle \div(\xi, \xi) \leqslant \mu^{2}, \mathbf{N}=E_{p} \otimes N_{*}
$$

where $\mathbf{N}$ is a linear operator onto space $H$. By calculations typical for linear-quadratic problems we can establish the validity of the following statement.

Theorem 2.1. The data set $K(p)$ is an ellipsoid in space $\mathbf{H}$, defined by the equality

$$
\mathbf{K}(p)=\left\{\mathbf{K} \in \mathbf{H} \mid\left\langle\mathbf{K}-\mathbf{K}_{*}, \mathbf{M}\left(\mathbf{K}-\mathbf{K}_{*}\right)\right\rangle \leqslant \mu^{2}-{x^{2}}^{2}\right.
$$

Here $\mathbf{M}$ is a block ( $p \times p$ )-matxix with elements

$$
\begin{aligned}
& A_{i \mathrm{i}}=N_{*} x(0) x^{*}(0): \sum_{k=0}^{p-1-i} B u(k) u^{*}(k) B^{*}\left(G^{*} G, i=1, \ldots, p\right. \\
& A_{i j}=\left(B u(j-i-1) x^{*}(0)+\sum_{k=i}^{p-1-i} B u(k) u^{*}(k-j-i) B^{*}\right) \otimes G^{*} G, \quad i<j=1, \ldots, p \\
& A_{i j}=A_{j i}, j<i=1, \ldots, p
\end{aligned}
$$

The center $\mathbf{K}_{*}$ of the data set $\mathbf{K}(p)$ is the solution of the matrix equation

$$
\begin{equation*}
\mathbf{M K}==\mathbf{K}(y) \tag{2.7}
\end{equation*}
$$

whose right-hand side is defined by the relation

$$
\begin{aligned}
& \mathbf{K}(y)=\mathbf{N K} K_{0}\left\{\left\{G^{*} z(1) x^{*}(0), \ldots, G^{*} z(p) x^{*}(0)\right\}^{*} \ldots\right. \\
& \quad\left\{G^{*}\left(\sum_{k=2}^{p} z(l) u^{*}(k-2)\right) B^{*}, G^{*}\left(\sum_{k=3}^{p} z(k) u^{*}(k-3)\right) B^{*}, \ldots, G^{*} z(p) u^{*}(0) b^{*}, O_{n}\right\}^{*}
\end{aligned}
$$

where $z(1), \ldots, z(p)$ are the coordinates of the block $p$-vector $z$. The number $x^{2}$ is determined by the formula

$$
\begin{equation*}
\left.\boldsymbol{x}^{2}=\langle\mathbf{z}, \mathbf{z}) \quad \therefore \mathbf{K}_{0}, \mathbf{N K}_{0}\right\rangle-\left\langle\mathbf{K}_{*}, \mathbf{K}(i)\right\rangle \tag{2.8}
\end{equation*}
$$

where vector $z$ is constructed from the signal by virtue of the second relation in (2.5).
The solution of Eq. (2.7) for the centex $K_{*}$, as well as the determination of number $x^{2}$ from $(2.8)$, can be reduced to a simpler problem since the operator $\mathbf{1 1}^{-1}$ admits of a convenient factorization which we now proceed to do.
3. Factorization of operator $M^{-1}$ defining the center of data set $K(p)$. The following assertion can be verified directly.

Lemma 3.1. Let $X$ and $Y$ be finite-dimensional vector spaces, $E_{X}$ and $E_{Y}$ be identity operators on $X$ and $Y$, respectively, $T_{1}$ be a linear opexator from $X$ into $Y$. Then the equality

$$
\begin{equation*}
\left(T_{1}^{*} T_{1}+E_{X}\right)^{-1}=E_{X}-T_{1}^{*}\left(T_{1} T_{1}^{*}+E_{Y}\right)^{-1} T_{1} \tag{3.1}
\end{equation*}
$$

is valid.
If in Lemma 3.1 we set

$$
X=\mathrm{H}, Y=\prod_{i=1}^{p} R^{n}, T_{1}=7 \mathrm{~N}^{-1 / 2}
$$

then the relation

$$
\begin{equation*}
\mathbf{K}_{*}=\mathbf{K}_{0} \therefore \mathbf{N}^{-1} T^{*}\left(T \mathbf{N}^{-1} T^{*} \quad E_{Y}\right)^{-1}\left\{\mathbf{z}-T \mathbf{K}_{0}\right\} \tag{3.2}
\end{equation*}
$$

follows from (2.7). Using definition (2.6), we obtain

$$
\begin{gathered}
T \mathbf{N}^{-1} T^{*}=\left(E_{p}(\otimes) G\right)\left\{T_{x(0)}+\sum_{i=0}^{p-2} T_{u(i)} \mathbf{B} S_{i+1}\right\} \mathbf{N}^{-1}\left\{T_{x(0)}^{*}+\sum_{i=0}^{p-2} S_{i+1}^{*} \mathbf{B}^{*} T_{u(i)\}}^{*}\right\}\left(E_{p}(\otimes) G^{*}\right)= \\
\left(E_{p} \otimes G\right)\left\{T_{x(0)} \mathbf{N}^{1} T_{x(0)}^{*} \sum_{i=0}^{p-2} T_{u(i)} \mathbf{B} S_{i+1} \mathbf{N}^{-1} T_{x(0)}^{*}+\sum_{i=0}^{p-2} T_{x(0)} N^{\prime 1} S_{i+1}^{*} \mathbf{B}^{*} T_{u(i)}^{*} \sum_{i=0}^{p-2} \sum_{j=0}^{p-2} T_{u(i)} \mathbf{B} S_{i+1} \mathbf{N}^{-1} S_{j+1}^{*} \mathbf{B}^{*} T_{u(j)}^{*}\right\}\left(E_{p} \otimes G^{*}\right)
\end{gathered}
$$

Henceforth, for simplicity we reckon that operator $N_{*}$ has the form $V_{*}=N_{1}$, where $N_{1}, N_{2}$ are symmetric positive-definite matrices from space $M_{n}$. It can be verified that

$$
\begin{equation*}
T_{x(0)} \mathbf{N}^{-1} T_{x(0)}^{*}=E_{p} \Omega\left(x^{*}(0) N_{1}^{-1} x(0) \bigcirc N_{2}^{-1}\right) \tag{3.3}
\end{equation*}
$$

Carrying out analogous computations for summands of the form

$$
T_{u(i)} \mathbf{B} S_{i+1} \mathbf{N}^{-1} T_{x(0)}^{*}, T_{x(0)} \mathbf{N}^{-1} S_{i+1}^{*} \mathbf{B}^{*} T_{u(i)}^{*}, T_{u(i)} \mathbf{B} S_{i+1} \mathbf{N}^{-1} S_{j+1}^{*} \mathbf{B}^{*} T_{u(j)}^{*}
$$

and taking into account (3.2), we can verify the validity of the next statement.
Theorem 3.1. If operator $N_{*}=N_{1} \otimes N_{2}$, where $N_{1}, N_{2}$ are symmetric positive-definite matrices, then the center $K_{*}=\left\{K_{*}(1), \ldots, K_{*}(p)\right\}^{*}$ of data set $\mathbf{K}(p)$ is determined from the condition

$$
\begin{align*}
& K_{*}(1)=K_{0}(1): N_{*}^{-1} G^{*}\left\{x_{0} \otimes l_{* 1}+\sum_{k=2}^{p}\left(u_{k-2} l^{2} l_{* k}\right) B^{*}\right\}  \tag{3.4}\\
& \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \cdot \\
& K_{*}(p-1) \cdot K_{0}(p-1)+N_{*}^{-1} G^{*}\left\{x_{0} \otimes l_{* p-1}+\left(u_{0} \otimes l_{* p}\right) B^{*}\right\} \\
& K_{*}(p)=K_{0}(p)+N_{*}^{-1} G^{*}\left\{x_{0} \otimes l_{* p}\right\}
\end{align*}
$$

where $l_{*}\left\{l_{* 1}, \ldots, l_{* n}\right\}$ is the solution of the system

$$
\begin{equation*}
A\left(E_{p} \oslash G N_{2}^{-\mathbf{1}} G^{*}\right) \mathbf{I}_{*}=\mathbf{z}_{*} \tag{3.5}
\end{equation*}
$$

The elements $a_{i j}$ of the symmetric positive-definite matrix $A \in M_{p}$ have the form

$$
\begin{gathered}
a_{11} \quad\left(x(0), N_{1}^{-1} x(0)\right), \quad a_{i i}=\left(x(0), N_{1}^{-1} x(0)\right)+\sum_{k=0}^{i-2}\left(u(k), B^{*} N_{1}^{-1} B u(k)\right), \quad i=2, \ldots, p \\
a_{1 i}=\left(x(0), N_{1}^{-1} B u(i-2)\right), \quad a_{i 1}=a_{1 i}, i=2, \ldots, p \\
a_{i j}=\left(x(0), N_{1}^{-1} B u(j-i-1)\right)+\sum_{k=0}^{i-2}\left(u(l), B^{*} \Lambda_{1}^{-1} B u(k+j-i)\right), \quad a_{j i}=a_{i j}, 2 \leqslant i<j<p
\end{gathered}
$$

The block $p$-vector $\mathbf{z}_{*}$ has the form

$$
\mathbf{z}_{*}=\mathbf{z}-\left(E_{p} \triangle G\right)\left\{K_{0}(1) x(0), K_{0}(2) x(0)+K_{0}(1) B u(0), \ldots, K_{0}(p) x(0)+\sum_{k=0}^{p-2} K_{0}(k \cdots 1) / u(k)\right\}^{*}
$$

To prove Theorem 3.1 it remains to note that

$$
{ }^{z}-\mathbf{z}_{*}=T \mathbf{K}_{0}, T^{*} \mathbf{I}_{*}-\left\{G^{*} l_{* 1} u^{*}(0) \mid \sum_{k=2}^{p} G^{*} l_{* h^{\prime}} u^{*}(t-2) I^{*}, \ldots, G^{*} l_{* p-1} x^{*}(0)+G^{*} l_{* p} u^{*}(0) \zeta^{*}, G^{*} l_{* p} r^{*}(0)\right\}
$$

Theorem 3.1 can be looked upon as an assertion on the factorization of operator $\mathbf{M}^{-1}$ in the form $\mathbf{R Q}^{-1}$, where $\mathbf{R (} \mathbf{I}_{*}$ ) is a computation operator (i.e., not requiring the solving of any equation if we take the matrices $N_{1}{ }^{-1}, N_{2}^{-1}$ as being defined beforehand) specified by formulas (3.4), while the operator $Q \cdots A\left(E_{p} \otimes G N_{2}{ }^{-1} G_{p}{ }^{*}\right)$ specified Eq. (3.5) on the succession space

$$
\prod_{i=1}^{p} R^{\prime \prime}
$$

Thereby Theorem 3.1 enables us to avoid solving matrix equations even though the original extremal problem was prescribed a priori on the matrix space $H$. In addition, the number
$x^{2}$ defined in Theorem 2.1 by formula (2.8) can be computed only with respect to $i_{*}$ - the solution of Eq. (3.5)-i.e., and here we need not go from the space

$$
\prod_{i=1}^{p} R^{n}
$$

to the matrix space H. An example of such a computation of number $x^{2}$ is considered below for a one-step model of the present problem.

To compare the equations for the center in Theorems 2.1 and 3.1 we turn to a one-step identification model

$$
\begin{equation*}
x(1) \cdots A x(0)+B u(0) \tag{3.6}
\end{equation*}
$$

under constraints (3.7) and measurable signal (3.8)

$$
\begin{align*}
& \left\langle A-A_{\mathrm{n}}, \mathrm{~N}\left(A-A_{\mathrm{n}}\right)\right\rangle+(\xi, \xi)<\mu^{2}  \tag{3.7}\\
& y=G x(1)+\xi \tag{3.8}
\end{align*}
$$

We set $K(1)=A, z=y-G B u(0), p .1$ and we make use of the results in Sects. 2 and 3. For simplicity we assume as well that N is the operator of left multiplication be a symmetric positive-definite matrix $N \in M_{n}$. In this case Theorem 2.1 leads to the following statement.

Corollary 3.1. When $p=1$ the data ellipsoid $K$ for system (3.6) - (3.8) is determined by the conditions

$$
\begin{align*}
& \mathbf{K}=\left\{A \in M_{n} \mid\left\langle A-A_{1}, \mathbf{M}\left(A-A_{1}\right)\right\rangle \leqslant \mu^{2}-x^{2}\right\}  \tag{3.9}\\
& \mathbf{M}=E_{n} \otimes N+x(0) x^{*}(0) \otimes G^{*} G \tag{3.10}
\end{align*}
$$

$A_{1}$ is the solution of the matrix equation

$$
\begin{align*}
& N A+G^{*} G A x(0) x^{*}(0)=N A_{0}+G^{*} z x^{*}(0), \quad z=y-G B u(0)  \tag{3.11}\\
& x^{2}=(z, z)+\left\langle A_{0}, N A_{0}\right\rangle-\left\langle A_{1}, N A_{0}+G^{*} z x^{*}(0)\right\rangle \tag{3.12}
\end{align*}
$$

Using arguments similar to those in (/13/, Chapter 8), we can write the solution of Eq. (3.10) as follows.

Corollary 3.2. If matrix $G$ is of full rank and the commutator $/ 12 / \quad\left[G^{*} G, N\right]=O_{n}$, then the solution of Eq. (3.10)- the center of elliposid $K$ - has the form

$$
\begin{equation*}
A_{1}=\left(G^{*} G\right)^{-1} \int_{0}^{\infty} \exp \left(-\left(G^{*} G\right)^{-1} N t\right)\left[N A_{0}-G^{*}[y-G B u(0)] x^{*}(0)\right] \times \exp \left(-c(0) x^{*}(0) t\right) d t \tag{3.13}
\end{equation*}
$$

However, if the center $A_{1}$ of elliposid $K$ is found by Theorem 3.1, then the resultant factorization leads to the following statement.

Corollaxy 3.3. When $p-=1$ the center of ellipsoid $K$ for system (3.6) $-(3.8$ ) can be determined from the formula

$$
\begin{equation*}
A_{1}=A_{0}+N^{-1} G^{*}\left(x(0) \odot l_{*}\right) \tag{3.14}
\end{equation*}
$$

where $l_{*}$ is the solution of the equation

$$
\begin{equation*}
l+\|x(0)\|^{2} G N^{-1} G^{*} l \cdots y-G\left\{A_{0} x(0)+B u(0)\right\} \tag{3.15}
\end{equation*}
$$

In this case

$$
\begin{equation*}
x^{2}==\left(l_{*}, z-G A_{\xi} x(0)\right)-\left\|l_{*}\right\|^{2}+\|x(0)\|^{2}\left(l_{*}, G N^{-1} G^{*} l_{*}\right) \tag{3.16}
\end{equation*}
$$

Representation (3.16) is obtained from (3.12), (3.14), (3.15) by direct verification. An analogous representation holds for the multistep model (1.1)-(1.3).

The operator $T$ from (2.6) admits of a simpler representation, but for solving the continuous analog of the identification problem given by a limit transition, as well as for comparing the results in the discrete - and continuous - time representations, the expansion (2.6) of the present paper is more convenient. The solution of one continuous-time identification problem can be found in /7/.

The author thanks A.B. Kurzhanskii for attention to the work and for discussions.
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